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Abstract: Over the past decade, the shortcomings of internal policies and proprietary algorithms employed by online platforms have become apparent. These platforms can be exploited for the purpose of sowing dissent, injecting instability into our social structures, and facilitating new recruiting pipelines for extremist and violent communities. Accordingly, there is an urgent need to develop scalable methodologies to measure and mitigate the impact of platform algorithms and policies on the online radicalization process and to use empirical evidence to suggest policies that governing bodies can adopt to guide and regulate the practices of social platforms. The overall objective of this project is to understand how current regulations, internal policies, and algorithm deployments facilitate the promotion and adoption of extremist ideologies and develop interventions to mitigate their impact. Our central hypothesis is that the current policies and algorithms employed by Internet authorities and governing bodies, Internet platforms, and offline media are actively being used to facilitate online radicalization and that scalable user-level interventions are possible to mitigate the impacts of such actions. The rationale underlying the proposed research is that once user-level interventions have been demonstrated to be effective at curbing the spread of extremist discourse without harming economic incentives, online platforms will be more willing to adopt platform-wide policies and interventions to prevent mass manipulation of their users. These interventions and policy proposals are expected to have a positive impact on the development and deployment of algorithms and policies which promote civil discourse and inclusiveness.
Project Summary

Over the past decade, the shortcomings of internal policies and proprietary algorithms employed by online platforms have become apparent – social platforms have become ripe with hateful and violent speech despite efforts to moderate discourse [2-7], platforms using algorithmic personalization have been found to enforce filter bubbles [8-10] which can lead to real-world consequences [11-12], platforms with unhelpfully broad content policies have discriminated against and silenced minority communities [13-14], and the Internet as a whole is reeling from the high prevalence of disinformation and misinformation [15-19]. These developments have enabled platforms to be exploited for the purpose of sowing dissent, injecting instability into our social structures, and facilitating new recruiting pipelines for extremist and violent communities. At the heart of the problem is our lack of understanding of how internal policies and proprietary algorithmic systems geared to maximize user interaction might be exploited to encourage the adoption of extremist or radical ideologies. Accordingly, there is an urgent need (1) to develop scalable methodologies to measure and mitigate the impact of platform algorithms and policies on the online radicalization process and (2) to use empirical evidence to suggest policies that governing bodies can adopt to guide and regulate the practices of social platforms. Not meeting these needs will allow the Internet and popular online platforms to continue contributing to the promotion and adoption of extremist and violent ideologies which pose a threat to the stability of our social structures.

Our long-term goal is to facilitate the deployment of algorithms and policies which promote civil discourse and inclusiveness while simultaneously achieving social platforms’ intended economic goals of increased user interaction and creativity. The overall objective of this project is to understand how current regulations, platform policies, and algorithm deployments facilitate the promotion and adoption of extremist ideologies and develop interventions to mitigate their impact. Our central hypothesis is that: (1) the current policies and algorithms employed by Internet authorities and governing bodies (e.g., ICANN, national governments), Internet platforms (e.g., YouTube, Facebook, Reddit, 4chan), and offline media (e.g., mainstream television and radio) are actively being used to facilitate online radicalization and (2) scalable user-level interventions are possible to mitigate the impacts of such actions. This hypothesis was formulated, in part, on the basis of our own preliminary and other previous work which: (1) shows evidence of proprietary algorithms and policies being manipulated to promote extremist ideologies and (2) that the exploitation of these vulnerabilities and their impact on specific users can often be predicted ahead of time – suggesting room for proactive user-level interventions and governing body regulations that can mitigate the impact of their exploitation. The rationale underlying the proposed research is that, once the effectiveness of user-level interventions has been demonstrated to be effective at curbing the spread of extremist discourse without harming economic incentives, online platforms will be more willing to adopt platform-wide policies and interventions to prevent mass manipulation of their users.

We plan to attain the overall objective of this proposal by pursuing the following specific aims:

1. **Modeling radicalization and deradicalization processes in online forums.** Our working hypothesis is that by using the criteria laid out by law enforcement and threat assessment research, we can identify extremist users of online forums and using their public forum interaction histories, develop reasonably accurate models of their radicalization (and, if available,
their subsequent deradicalization). Such a model will allow us to understand what types of content and interactions are effective at radicalizing and deradicalizing extremists online.

2. **Developing methodologies to measure and curb radicalization caused by algorithmic personalization.** Our *working hypothesis* is that current methodologies are not effective at accurately identifying the promotion of extremist content by personalization algorithms and that methodologies need to account for the impact of a variety of factors such as: prior user-platform interaction metrics, off-platform history, and method of platform usage. Combining our comprehensive measurement methodologies, which incorporate these features, with our understanding of the online radicalization process (obtained in Aim 1) will suggest interventions to reduce the possibility of radicalization due to algorithmic personalization. Further, by actively monitoring the behavior of users of our preliminary tools, we can theorize the impact of similar platform-wide policies on user-interaction and economic metrics.

3. **Measuring and curbing the incidence of cybersquatting-based disinformation spread.** Our *working hypothesis* is that cybersquatters are actively leveraging existing trust in mainstream media brands to spread disinformation (e.g., cbsnews.com.co was actively used to spread political and extremist propaganda during the 2016 US Presidential elections by leveraging the Facebook platform). By developing mechanisms to identify and report the occurrences of such squatting to end-users and media brands, we can reduce their influence on end-users.

4. **Modeling narrative flows using provenance graphs to curb mainstream media's amplification of extremist narratives.** Our *working hypothesis* is that provenance graphs can be used to model the flow of narratives across online platforms and into the mainstream media. We anticipate the development of tools which are able to visualize these graphs will allow journalists and the public to be more informed on the origins of specific narratives associated with extremist ideologies (e.g., the framing of ‘migrant caravans’ of immigrants originated on the 4chan discussion board before being amplified by mainstream media outlets), therefore promoting more educated consumption of narratives.

The proposed research is *creative and original* because it employs a holistic approach to measure and mitigate the impact of proprietary algorithms, internal policies, and governing body regulations on user radicalization by (1) considering discussion board moderation, personalization systems, cybersquatting, and information flows from online to offline mainstream media; and (2) focusing on the development of effective and economically viable user-level interventions and governing body policy proposals. Regarding expected outcomes, in addition to developing models and methodologies to measure, understand, and mitigate the role of platform algorithms and policies on the spread of extremist ideologies, we anticipate releasing several ready-to-deploy tools (e.g., as browser extensions), usable by users of popular online platforms, aimed at reducing the spread of extremist content without compromising economic incentives for online platforms (e.g., by not resorting to content censorship). These outcomes are expected to have a *positive impact* on the development and deployment of algorithms and policies which promote civil discourse and inclusiveness.
Relevant Prior Work and Value of Collaboration

Professors Nithyanand and Ekdale currently lead an interdisciplinary research group dedicated to the study of social media algorithms. The Algorithms and Social Media research group, which is supported by the Obermann Center and the Moeller Research Lab at the University of Iowa, is composed of faculty and graduate students at the University of Iowa, Penn State University, and Gonzaga University. The group’s first research study, “Measuring Political Personalization of Google News Search,” was presented at the 2019 World Wide Web Conference (WWW’19) [19], and it has an additional manuscript currently under review at *New Media & Society*, the top journal in media and communication studies [20].

Both Nithyanand and Ekdale have published extensively in their respective fields on the subject of digital and social media. Nithyanand’s research agenda is focused on developing measurement methodologies to uncover the workings of opaque Internet ecosystems. He has published research on methodologies to uncover online discrimination, privacy-compromising tactics, and online censorship by technology corporations and state governments. Ekdale’s research agenda is focused on studying digital media culture from a global perspective. He has published research on a variety of digital media producers (e.g., bloggers, journalists, filmmakers, social media influencers, and more) working in a number of different national contexts (e.g., United States, Kenya, Haiti, and Indonesia).

Although we regularly collaborate as leaders of the Algorithms and Social Media working group, the proposed research project is much larger and more ambitious than any of our previous work. In order to submit a competitive grant proposal, we need to have dedicated time and space to work together on designing the research study and writing the grant proposal. The PPC’s Summer Scholar-in-Residence program would provide an incredible opportunity to strengthen our collaborative relationship.

Project Deliverables and Timeline

Our primary goal for the Summer Scholar-in-Residence program is to develop a proposal for submission to the National Science Foundation’s Cyber-Human Systems program (NSF: CISE: IIS: CHS). Because the final grant proposal is due in September 2020, we want to have a full draft written by the end of June so we can (1) hire an external copy editor to assist with revisions and (2) share the draft with senior colleagues at peer universities who have volunteered to review and provide feedback on the grant proposal. In August, we will make final revisions to the proposal in time for the September submission deadline.

If awarded an NSF grant, we will begin data collection immediately. Following data collection and analysis, we will compose manuscripts highlighting our methodologies and findings for conference and journal submission. Potential venues for publishing these manuscripts include the Web Conference (WWW), the Internet Measurement Conference (IMC), the Conference on Computer-Supported Cooperative Work and Social Computing (CSCW), the International Conference on Web and Social Media (ICWSM), International Communication Association (ICA), *New Media & Society; Information, Communication & Society;* and *Journal of Computer Mediated Communication*. We will also share our results with elected officials and relevant policy makers at Internet governing bodies.
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